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Abstract. People produce more and more textual data every day. They speak
with each other, write articles and comment on products and services. It is simple
to analyze them manually, in case that we have a small amount of data. But when
we have many data, it is very difficult to process them manually. We decided to
use dictionary approach for the automatic analysis of comments in the Slovak
language. The first algorithm achieved accuracy around 72%. One disadvantage
was that the algorithm could not identify the polarity of all comments. More than
18% comments were not assigned polarity because they did not contain subjective
words from the dictionary. The new approach combines the first dictionary
approach with a probabilistic method which is used to create a new lexicon. The
new dictionary was again used to analysis comments in the dataset. This new
approach reduced the percentage of unidentified comments to 0.5%. The new
approach outperformed the previous method and also achieved better results than
Naı̈ve Bayes classifier and Support Vector Machines (SVM) on the same dataset.

Keywords: Opinion analysis in Slovak, polarity of opinion,
probability approach.

1 Introduction

People communicate through the Internet, talking about their feelings, comparing and
rate the products and writing the blogs etc. All of these written texts are sources of very
important information for people and companies who work with internet marketing and
satisfaction surveys. If there are not a lot of data, it is easy to analyze them manually.
When we have big volume of data, it is better to analyze them automatically. This is the
main field of study of opinion classification.

Opinion classification is not a simple process. In this process, we try to identify the
opinion of an author about a specific topic. An author is a person or a company, that has
the specific opinion about the topic, who can also be called the opinion holder.
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A topic means the object that the author talks about. It can be a product, a service
or anything else. In some literature, opinion classification is called opinion mining. The
opinion in opinion analysis consists of two parts. The first part is subjectivity/polarity.
We know three basic types of subjectivity: positive, negative and neutral. The second
part is the strength of this polarity. Some words can express polarity with higher strength
than other, for example the best is more positive than good.

In this paper, we used the combination of two approaches to sentiment analysis.
The first one is based on a dictionary. We created our own lexicon based on the
English lexicon. This approach implements several functions (intensification, negation,
stemming) to sentiment processing and classification. It achieved average results in the
experiments. One of the main limitations was that the approach can not process around
18% of the comments. We decided to implement machine learning approach to classify
these unclassified comments.

We chose multinomial Naı̈ve Bayes classifier (NBC). It is a simple classifier based
on probability theorem with good results for sentiment analysis. In the first phase, the
combined approach used the lexicon approach to classify comments in the dataset.
Then it split processed comments into two groups, classified and unclassified. The
classified ones were used as the training dataset for Naı̈ve Bayes classifier. In the last
phase, the comments which were not classified by dictionary approach were classified
by NBC. The final results of our combined approach outperformed other machine
learning methods.

This paper is divided into five parts. The second part reviews the background and
related work on sentiment analysis in English and Slovak language. In the third part, we
described our combined which consists of the dictionary approach and the Naı̈ve Bayes
classifier. Experiments and results are in the fourth part. The last part is the conclusion
and future work.

2 Background and Related Work

There are two basic types of methods for opinion analysis. The first type of methods
are methods based on dictionaries. This method uses opinion words for text analysis.
These words are stored in a sentiment lexicon. All words in the dictionary have been
assigned polarity (positive or negative) and in some cases strength of polarity. In work
by Hu and Liu [5], the authors used a dictionary created through a bootstrapping process
using WordNet1.

They counted the numbers of positive and negative words around the product
feature. When there were more negative words than positive ones, then the final opinion
was negative and otherwise positive. Benamara et al. [1] look for the best words, that
can be used for sentiment analysis. The authors proposed three scoring methods based
on adverb-adjective combinations (AACs).

The first scoring function was variable scoring (VS) which was used for adjectives.
In the adjective priority scoring (APS) they selected a weight r which referred to the
strength between adverb and adjective which it modified.

1 http://wordnet.princeton.edu/
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In the third scoring function, adverb first scoring (AFS) the authors used the same
weight r, but it was applied to the adjective rather to the adverb. Their experiments show,
that the APS achieved the best results which mean, that the adjectives are most useful
ones for sentiment analysis. The influence of the other parts of speech was analyzed
in work by Taboada et al. [14]. They created the dictionary manually. Their lexicon
contained adjectives, adverbs, nouns and verbs. These types of words together achieved
better results than individually.

The authors also studied the influence of different types of sentence processing.
They analyzed the usage of two types of negation. The first was switch negation and the
second was shift negation. The intensification was performed by using of percentage.
The authors compared their lexicon with other lexicons such as General Inquirer,
MPQA subjectivity lexicon, SentiWordNet etc. These dictionaries were compared on
the dataset obtained from Epinion.com. The approach presented in this work which
included all types of words, shift negation and intensification with other features
achieved the best results.

An application for opinion classification in the Slovak language based on
dictionaries is described in Machová and Krajč [6]. This application used dictionaries
of positive and negative words. It was able to process intensification and negation.
The range of influence of intensification and negation was determined by a dynamic
coefficient. This coefficient was set as static at the beginning, but it was calculated base
on sentence length later. This application achieved 86.2% precision for positive and
69.2% for negative comments.

The second type of methods are approaches based on machine learning. These
approaches use machine learning methods for opinion classification. The most common
methods are Naı̈ve Bayes classifier, Support Vector Machines (SVM) and Maximum
Entropy. An SVM as machine learning method was used in work [9]. They trained the
SVM with linear kernel on various features such as N-grams, number of all-capitalized
words, POS tags, polarity dictionaries, punctuation marks, emoticons, lengthened
words, clustering and negation. From N-grams, from 1- to 4-grams were considered.
The authors used five different polarity dictionaries, three were manually created and
two created automatically.

They also used non-single punctuation marks (e.g. !! or !?) and words with a letter
repeating more than twice. Negation was applied from the begging of a negation to
the first punctuation. Their approach obtained 69.02% macro F-measure. A maximum
entropy-based classifier was used in the work Proisl et al. [12]. They used N-grams,
the length of tweet, polarity dictionary, emoticons and abbreviations and negation as a
feature set. The authors applied only unigrams and bigrams. In contrast to previous
approach, the frequency-weighted N-grams were used. The improved AFINN-111
lexicon [10] was implemented to this approach. The authors added 343 new words
to this lexicon.

Also a list of emoticons and abbreviations was used. Negation was applied only on
the next three words. This approach achieved 63.06% macro F-measure. The work by
Habernal et al. [3] is dedicated to the sentiment analysis in Czech language. The authors
used several pre-processing methods such as stemming, POS tagging, misspellings and
grammatical corrections.
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Table 1. Examples of words stored in the lexicon.

Word Strength of polarity Polarity
zlý (bad) -1 n
dobrý (good) 1 p
najlepšı́ (best) 3 p
veľmi (very) 2.0 i
dosť (enough) 1.5 i
nebol (wasn’t) -1 o
trochu (litte) 1.25 i

They experimented with five feature selection methods (N-grams, character N-gram
features, POS-related features, emoticons and TFIDF variants). Their methods were
tested with two classifiers: SVM and Maximum entropy. The best results were achieved
by the maximum entropy using all types of features. This method was the best on all
tested datasets.

In some approaches, the researchers use the two or more types of methods together
and combine them. Sindhwani and Melville [13] combined the unsupervised and
the semi-supervised learning method. The unsupervised method was based on the
dictionary which contained 2986 human labeled words. This method was utilized
for domain adaptation. After this step, the semi-supervised algorithm was used for
lexical classification.

The bipartite representation of data (document-word bipartite) was used as
the semi-supervised method. They used Regularized Least Squares (RLS) as the
classification algorithm because they had sparse data. The prior knowledge of sentiment
words was incorporated into the model by lexical RLS. This approach was tested on
three different domains. The lexical RLS was compared with semi-supervised lexical
RLS and achieved better results. The combination of four different approaches was used
in the work Hagen et al. [4].

The authors reimplemented following methods: 1. an SVM classifier from work
Mohammad et al. [9], 2. a stochastic gradient descent classifier [2], which was
trained on unigrams, stems, clustering polarity dictionary and negation, 3. a maximum
entropy-based classifier from work [12] and 4. a logistic regresion [8] as a supervised
machine learning was used. It was trained on POS tags, N-grams, and polarity
dictionaries. The final decision was made on the average probability (the confidence
score) of each classifier for each of the three classes. This ensemble achieved
F1-score 64.84%.

3 Our Combined Approach

In our approach, we first used the dictionary approach for sentiment analysis in Slovak.
We created the lexicon which contained 1430 words. It achieved accuracy around 72%.
But more than 18% comments were not classified because they did not contain words
from the dictionary. This was the reason that we tried to implement a probability
approach to generating a new lexicon. This lexicon was generated from comments, that
were labeled by the previous dictionary based approach. Then we used this new lexicon
for labeling the corpus again.
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3.1 Dictionary Approach

Our lexicon was created by translating from an English lexicon used in work Hu and Liu
[5]. The original lexicon contained 6789 words, 4783 negative and 2006 positive words.
We used Slovak thesaurus for searching synonyms to every word which we translated.
The Slovak lexicon contained 598 positive words, 772 negative words, 41 intensifiers
and 19 negations. Every word in the dictionary had been assigned polarity, and strength
of polarity. We used 4 types of polarity:

– p - positive word,
– n - negative word,
– i - intensifier,
– o - opposite.

For polarity strength, we decided to use a range from -3 (the most negative) to
+3 (the most positive). The words were stored in two forms in the lexicon. If it was
possible, the word was saved in the edited form. We could edit words which finish with
vowels: ”a”, ”e”, ”i”, ”u”, ”y”, in their basic form. Other words were saved in a form
without editing. Examples of words in the lexicon are in Table 2.

Our algorithm for sentiment analysis worked in several phases. In the
pre-processing phase, it edited the incoming text. It removed diacritics, changed all
letters to lowercase and edited words with the Lancaster stemming algorithm2. The
algorithm split the text into sentences and words. Every word from comment was
compared with words in the lexicon.

If the algorithm found the word in the dictionary, it updated the polarity of the
sentence by adding the strength of polarity of the word. We implemented two functions
(intensification and negation) to text processing into this algorithm. The first function
was intensification. Our intensifier had an assigned strength of polarity from 1.0 to 2.0.
This type of intensification allowed us to assign higher intensity for words with high
strength of polarity and lower intensity for words with the small strength of polarity.
For example, if we had a combination:

– Veľmy dobrý (very good) where very is intensifier with value 2.0 and good has value
+1 → the phrase had value of polarity 1x2.00 = 2,

– Dosť dobrý (enough good) where enough is intensifier with value 1.5 and good has
value +1 → the phrase had value of polarity 1x1.5 = 1.5.

The second function was a negation. The algorithm was able to process two types
of negation by using combined negation processing [7]. The negation is processed by
the following rules:

if word is opposite then
search the first word with polarity
if strength of polarity is +/-1 or +/-2 then

use switch negation

2 http://web.archive.org/web/20140725115219/http://www.comp.lancs.ac.uk/
computing/research/stemming/index.htm
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else
if strength of polarity is +/-3 or intensifier then

use shift negation
end if

end if
end if

The switch negation changes the value of the word polarity to the opposite with the
same strength. The shift negation shifts the strength of polarity to the opposite way by
an exact value. We used two/negative two as value for shift negation in our algorithm.
Here are a few examples of our implementation of negation.

1. Switch negation: Film nebol dobrý. (The movie wasn’t good.) → wasn’t is opposite
and good has value +1 →−1x1 = −1.

2. Shift negation: Film nebol najlepšı́. (The movie wasn’t the best.) → wasn’t is
opposite and the best has value +3 →−2 + 3 = −1.

3. Shift negation: Film nebol veľmi dobrý. (The movie wasn’t very good.) → wasn’t is
opposite, very is intensifier with value 2.0 and good has value +1 →−2+2.0x1 = 0.

The described approach achieved accuracy around 72%. The big problem was that
this version of the algorithm and the actual dictionary were not able to classify more
than 18% comments in the dataset.

3.2 Probability Method

In order to classify comments which did not contain words from the dictionary, we
decided to use a method which created a new dictionary from comments that had been
classified by the dictionary approach. This method divided classified comments into the
positive and negative group. These groups were sorted from the most positive/negative
to the less positive/negative.

Then the two groups were compared to discover which one contained fewer
comments. We join the two datasets together and form a new dataset. A new joined
dataset was created using all comments in the smaller group and the same number
of samples were chosen from the bigger group, so the new dataset is balanced. This
method created a training dataset which contained 50% of positive and 50% of negative
comment. This distribution was very important because, if we had more comments with
one polarity, it could influence the results.

The training dataset was used to generate a new dictionary. The algorithm splits all
comments in training dataset to sentences and words. Then it counted term frequency
depending on the presence of each word in positive and negative comments. The new
lexicon was based on term frequency of each word connected with each class (positive
or negative).

Then if the word from dictionary was found in a new comment, the probability
P, that this word w is from class c was computed by the simple probability method
described in formula 1:

P (wc) =

∑
wc∑
w

, (1)
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where:
P (wc) - the probability that the word is from class c,∑

wc - the number of occurrences of word w in class c,∑
w - the number of occurrences of word w in the whole dataset.

In case that the word was not connected with a specific class and the probability
would be zero, we implemented a method which returned a very low number
instead of zero.

The value of polarity of the new comment consists of probabilities of each word
connected to the positive and negative class. We computed the probability by formula 2:

P (sentencec) =

∑
P (wc)∑
w

, (2)

where:
P (sentencec) - the probability that sentence is from class c,∑

P (wc) - the summed probabilities of each word from the sentence which is from
class c,∑

w - the number of words in sentence.

The new comment was added to the class which had bigger final probability. The
comment was positive if the positive probability was bigger than negative probability
and vice-versa.

Whole process can be described by following:

classify the dataset by the dictionary approach
for all all comments in the dataset do

if comment has label then
add comment to the positive or the negative subset

end if
end for
if size of the positive subset > size of the negative subset then

add to the training set whole negative subset and same number of comments from
the positive subset
else

add to the training set whole positive subset and same number of comments from
the negative subset
end if
train classifier
for all all comments in the dataset do

classify comment
end for

This new approach reduced the number of unclassified comment to 0.5%.
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Table 2. Opinion classification using dictionary approach (DA).

Approach F1(+) F1(-) Macro F1
DA with unclassified comments 0.742 0.645 0.694
DA without unclassified comments 0.89 0.824 0.857

Table 3. The comparison of different approaches for opinion analysis.

Approach F1(+) F1(-) Macro F1
Our dictionary approach 0.742 0.645 0.694
Our combined approach 0.872 0.863 0.868
Naı̈ve Bayes 0.811 0.812 0.812
SVM 0.845 0.863 0.854

4 Experiments and Results

The proposed approach was tested on a dataset with 5242 comments. The dataset
contains 2573 positive and 2669 negative comments from different areas (politics
decisions, electronics and books reviews, movie reviews, etc.). The comments contain
182 645 words. The neutral comments were removed.

The metrics which we used to evaluate our method were based on precision and
recall to obtain F1 measure per class (positive and negative). F1 is the harmonic mean
between precision and recall. Some datasets are unbalanced, so we decided to use
Macro-F1 that is computed by calculating F1 values for each class, and then averaging
over all classes. Thus, Macro-F1 shows the effectiveness in each class, independently
of the size of the class.

In our first experiment, we tested the dictionary approach. We present two set of
results in Table 4. The first row shows the results with unclassified comments where the
unclassified ones were treated as wrong results. The second row is the result with the
only classified ones.

These results show that the unclassified comments degrade the performance.
The accuracy of results with unclassified comments was around 72%, and without
unclassified comments around 86%. This version of the algorithm was not able to
classify 976 comments which are around 18%. The unclassified comments constituted
65% of the incorrectly categorized positive comments and 60% of the incorrectly
categorized negative comments. This was the reason why we decided to create this
combined approach.

In our next experiment, we compared our combined approach with other
approaches. It was compared with previous dictionary approach and with two machine
learning methods: Naı̈ve Bayes classifier and SVM. The two machine learning methods
(NB and SVM) are implemented in data mining tool RapidMiner3 and used 10 fold
cross-validation to got the results.

The results show that our combined approach achieved better results than the
original dictionary approach and the Naı̈ve Bayes classifier. The proposed combined
approach highly outperformed the original dictionary based approach. The combined
approach can classify 5226 comments from the dataset which represents 99.7%.

3 https://rapidminer.com/
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Table 4. The comparison of the dictionary approach (DA) and the combined approach (CA) on
the different datasets.

Approach F1(+) F1(-) Macro F1
DA on our dataset 0.742 0.645 0.694
CA on our dataset 0.872 0.863 0.868
DA on movie review 0.727 0.611 0.669
CA on movie review 0.741 0.599 0.670

The combined approach also achieved significantly better results than the Naı̈ve
Bayes classifier in all measures. This approach obtained slightly better results
than SVM. In our next experiment, we compared our approach with a standard movie
review dataset used in work Pang and Lee [11]. This dataset includes 1,000 positive and
1,000 negative movie reviews annotated by the human annotator. They were collected
from rottentomatos.com. All text was translated to the Slovak language and converted
to lowercase.

From the results in table 4 can be seen, that combined approach was better on our
dataset. It was also slightly better on the standard dataset. The analysis on movie dataset
was also compared with the results from the work by Taboada[14].

They achieved performance between 68.05% (a simple sentiment analysis using
just words from the dictionary) and 76.37% (a sentiment analysis based on additional
features). Our combined dictionary achieved slightly worse results which can be caused
by misunderstanding during automatic translation process.

5 Conclusion

In this paper, we proposed a new combined approach to opinion analysis. It was created
by the combination of a dictionary approach and a probability method. The dictionary
approach had analyzed unlabeled data and classified comments into the positive and the
negative group. But it can not analyze around 18% comments.

They were not labeled because these comments did not contain words from the
dictionary. For this reason, we implemented a probabilistic approach which created
new dictionary based on comments analyzed by the dictionary approach. The algorithm
found new polarity words, typical for this dataset and added them to a new dictionary.

The dataset was again analyzed with this new dictionary and more than 99.6%
comments were classified. This combined approach achieved better results than the
previous dictionary approach and the Naı̈ve Bayes classifier. It was compared also with
SVM with which achieved comparable results. In the future research, we want to use
this combined approach for domain adaptation and active learning in the data stream.

If this approach will be used in active learning, the dictionary approach can create
training dataset. This dataset will be used for training classifier and the trained classifier
will be then used for labeling other data from the stream. In case that the domain
will be changed, the algorithm will use this combined approach for creating new
training dataset, especially for this new domain. The machine learning algorithm can
be retrained on this new training dataset.
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